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Introduction



Inverse problems

v=Ax+on, n~N (1)

where A is an inpainting, super-resolution, or blur operator.

Clean image Super-resolution (x4) Inpainting Gaussian blur Motion blur
; w
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Ground truth Degraded image DDRM DPS I[IGDM
[Kawar et al., 2022]  [Chung et al., 2023]  [Song et al., 2023]
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One pending question

v=Ax +on, n~Ny (2)

where A inpainting, SR or blur operator.
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One pending question

v=Ax +on, n~Ny (2)
where A inpainting, SR or blur operator.

Aim: Sample from p(x | v)
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One pending question

v=Ax +on, n~Ny (2)
where A inpainting, SR or blur operator.
Aim: Sample from p(x | v)

Question: To what extent do diffusion models allow sampling from the target posterior distribution?
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One pending question

v=Azx+on, n~N 2
where A inpainting, SR or blur operator.
Aim: Sample from p(x | v)
Question: To what extent do diffusion models allow sampling from the target posterior distribution?

Idea: Observe what happens for Gaussian image distributions, for which calculations are tractable.
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Diffusion models for image generation



Discrete DDPM [Ho et al., 2020]*

Forward process

& = /1 Bewi1 ++/Beze, 1<t<T, z:~MNo, @0~ Pdata, (3)

Ones can write

Ly = \/Etwo + \/1 —at5t7 & = N() (4)

THo, J., Jain, A., & Abbeel, P. (2020). Denoising diffusion probabilistic models. Advances in Neural Information Processing Systems 33: Annual Conference on Neural Information Processing
Systems 2020, NeurlPS 2020
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Discrete DDPM [Ho et al., 2020]*

Forward process

T =/1—Bixi1 ++/Brze, 1<t<T, z¢~MNy, To~ Pdata, (3)

Ones can write
Ly = \/Etwo + \/1 —at5t7 & = N() (4)
Backward process

By learning €¢ such that eg(x¢,t) ~ &,

Y1 = % (yt - LEG(?hJ)) + \/Etzu zt ~ No. (5)

THo, J., Jain, A., & Abbeel, P. (2020). Denoising diffusion probabilistic models. Advances in Neural Information Processing Systems 33: Annual Conference on Neural Information Processing

Systems 2020, NeurlPS 2020
E Journées MIST
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Discrete DDPM [Ho et al., 2020]*

Forward process

T =/1—Bixi1 ++/Brze, 1<t<T, z¢~MNy, To~ Pdata, (3)

Ones can write
Ly = \/Etwo + \/1 —at5t7 & = N() (4)
Backward process

By learning €¢ such that eg(x¢,t) ~ &,

1 3 .
Y1 = ﬁ (yt - ﬁ&a(ymﬁ)) + 5t2t7 zi ~ No. (5)

By denoting p; the marginals of the forward process and learning s¢(x,t) ~ Vg log p:(x¢),

Yi 1= ——= (Y + Beso Yy, 1)) + 024,20 ~ No, 1 <t < T, 20 ~ No,yp ~ No. (6)
A/ Ot

LHo, J., Jain, A., & Abbeel, P. (2020). Denoising diffusion probabilistic models. Advances in Neural Information Processing Systems 33: Annual Conference on Neural Information Processing

s 2020, NeurlPS 2020

System:

5 /21
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Generation examples

800
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Diffusion models for inverse problems



And for solving image problems ?

v=Axzo+on, x ~po,n~Ny (7)

Aim: Sampling po(- | v)
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And for solving image problems ?

v=Azo+on, To~po,n~MNy (7)
Aim: Sampling po(- | v)

— conditional forward process

Ty =1 —Bi&i—1 +/Pize, 1<t<T, z¢~Ny, &o~ pdatal-]|v), (8)
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And for solving image problems ?

v=Axzy+on, x~po,n~N
Aim: Sampling po(- | v)
— conditional forward process

Er =1 —Bi®i—1 +/Beze, 1<t<T, z¢~No, o~ pdatal-|v),

— conditional backward process

(G, + B:V1ogpe(y,)) + orze, 2zt ~No,1 <t <T,z ~No,gyp ~No

- 1
Y1 = \/TT

(7)

(9)
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Bayes theorem

Our point of interest is Vlog pi(x:) = Vlogpi(z: | v).
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Bayes theorem

Our point of interest is Vlog pi(x:) = Vlogp¢(x | v). By Bayes' formula,

Valogpe(xt) = Va logpe(x:) + Va logpi(v | 1), (10)
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Bayes theorem

Our point of interest is Vlog pi(x:) = Vlogp¢(x | v). By Bayes' formula,

Valogpe(xt) = Vg logpe(xt) + Ve logpe(v | x¢), (10)
Algorithm 5 Algorithm 6 Conditional DDPM backward process
Unconditional DDPM backward process 1 yr ~MNo
2: fort =T to 1 do
1: yT ~ NO ~ 1 —
3z = —&— 1-— * t
2: for t=T to 1 do :fo(wt) Ve (e + (1= @)s (31, 2))
4 5o(y,,t) = ser (Y, t) + Vlogpe(z | v)
3: Zt ~ N()
4 Y = 7= (Y + Besor (Yy,t) + oz wom N
t— Vag \Jt t) . _ 1 S
5: end for t 6 Y1 = 7o W+ Bidor (U, 1) + 0uze
7: end for
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Description of two algorithms from the
literature




Mean of p;(v | )

v=Axo+on, xzo~po,n~N (11)
Vo logpe(®:) = Vi logpe(xt) + Ve logpi(v | x4), (12)

Some assumptions lead to "p;(v | ;) is Gaussian”.
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Mean of p;(v | )

v=Axo+on, xzo~po,n~N (11)
Ve log pi(x:) = Ve logpi(xe) + Vo logpe(v | ), (12)
Some assumptions lead to "p¢(v | ;) is Gaussian”. Let note that an approximation of E(v | @) is known.
By Tweedie's formula, that is,

1
VO

Zo(xe) :=E[xo | 2] = (¢ + (1 — @) Vg logpe(x)) - (13)
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Mean of p;(v | )

v=Axy+on, xo~po,n~N (11)
Valog pi(@:) = Ve logpi(@:) + Ve logpi(v | @), (12)
Some assumptions lead to "p¢(v | ;) is Gaussian”. Let note that an approximation of E(v | @) is known.

By Tweedie's formula, that is,
1

Zo(xe) :=E[xo | 2] = = (xe + (1 — @) Vg logpi(xe)) . (13)
t
As a consequence, E [v | x¢] is given by
~ 1
Elv |z = AZo(x:) = ﬁA (e + (1 — @) Vg logpe(xe)) . (14)
G
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Mean of p;(v | )

v=Axy+on, xo~po,n~N (11)
Valog pi(@:) = Ve logpi(@:) + Ve logpi(v | @), (12)
Some assumptions lead to "p¢(v | ;) is Gaussian”. Let note that an approximation of E(v | @) is known.

By Tweedie's formula, that is,
1

Zo(z1) := Elzo | @] = = (e + (1 — ) Ve logpe(xt)) - (13)
As a consequence, E[v | a] is given by
Elv | 2] = ARo(x:) = \/%A (¢ + (1 — &)V log pe (1)) - (14)
Finally,
p(x: | v) = N(AZo(x:1), Cuje) (15)

with C; to fix.
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Covariance of p;(v | )

We denote it Cy);.

e Denoising Posterior Sampling (DPS) algorithm [Chung et al., 2023]?

logp(v | @) ~ log p(v | To = Zo(x:)) (16)
p(v | zo) = N (Azo,0°I). (17)
~ 1 ~
Ve, logp(v | @0 = Bo(@1)) = =55 Va, [v — Ao(z)|"- (18)

2Chung‘ H., Kim, J., Mccann, M. T., Klasky, M. L., & Ye, J. C. (2023). Diffusion posterior sampling for general noisy inverse problems. The Eleventh International Conference on Learning
Representations
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Covariance of p;(v | )

We denote it Cy);.

e Denoising Posterior Sampling (DPS) algorithm [Chung et al., 2023]?

logp(v | @:) ~ logp(v | o = To(x¢)) (16)
p(v | xo) = N(Aw(),O'2I) . (17)
A 1 A
Ve, logp(v | o = Zo(@)) = —5 5 Va, v~ Ao (x| (18)
In practice,
Vo, logp(v | @0 = Go(@1)) ~ — 522 Va, [0 — ATo()]? (19)
= COP =01

2Chung‘ H., Kim, J., Mccann, M. T., Klasky, M. L., & Ye, J. C. (2023). Diffusion posterior sampling for general noisy inverse problems. The Eleventh International Conference on Learning

Representations
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Covariance of p;(v | )

We denote it Cs.
e Pseudo-Guided Diffusion model (IIGDM) algorithm [Song et al., 2023]?
p(xo | £) = N (Zo(z:), ri 1) .

Consequently,
p(v | @) ~ N (Afo(m,,), r2AAT + 021)

3Song, J., Vahdat, A., Mardani, M., & Kautz, J. (2023). Pseudoinverse-guided diffusion models for inverse problems. International Conference on Learning Representations

(20)

(21)
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Covariance of p;(v | )

We denote it Cs.
e Pseudo-Guided Diffusion model (IIGDM) algorithm [Song et al., 2023]?
p(xo | £) = N (Zo(z:), ri 1) .

Consequently,
p(v | @) ~ N (Afo(m,,), r2AAT + 021)

= CUPM = 12 AAT + 571

vt

3Song, J., Vahdat, A., Mardani, M., & Kautz, J. (2023). Pseudoinverse-guided diffusion models for inverse problems. International Conference on Learning Representations

(20)

(21)
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Under Gaussian assumption

By adding the assumption: @ follows a Gaussian distribution N (p, X).
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Under Gaussian assumption

By adding the assumption: @ follows a Gaussian distribution N (p, X).

p(v| ) =N <Aa7;o(a:t), (1-a@)AZS AT + 021) , (22)
with Zo(a¢) = p + VS, (2 — V). (23)

We call this setting " Conditional Gaussian Diffusion Model” (CGDM) — CStPM = (1 — @) ASE AT 4 0°1

vt
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Comparison of the choice made by different algorithms

Cols
DPS Chung et al., 2023 Q‘EPS
IIGDM Song et al., 2023|(1 — a;)AA” + o°1
CGDM (1—w)AZE AT +6°1, Sy =3+ (1 — o)l
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Comparison of the choice made by different algorithms

Cot
DPS Chung et al., 2023 |2
TIGDM Song et al., 2023|(1 — @) AA™ + o°T
CGDM (1-w)AZE AT + 6°1, Sy =3+ (1 —ou)l
Algorithm 7 Algorithm 8 Conditional DDPM backward process
Unconditional DDPM backward process 1 yr ~No
2: fort =T to 1 do
; ?fJoTr thji\{oto 1do . ?O(mt) - */% (e + (1 :at)se* (y“tz) 2
it s 50Ynt) = 30 (U t) — $ Ve, v = ABo(@)3
4 Y1 = \/% (Y; + Beser (Y, 1)) + oeze > 2z~ No A ~
5. end for 6 Y= Jaz U+ BiSor (Y1) + 0vze
7: end for
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Comparison of the choice made by different algorithms

C'v\t

DPS Chung et al., 2023

o2
apps

IIGDM Song et al., 2023
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CGDM
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Comparison of the algorithms via
2-Wasserstein distance




The Asymptotic Discrete Spot Noise (ADSN) model [Galerne et al., 2011b] °

1

Qnp N ; : _
Let ue R be a grayscale image, m its grayscale mean and ¢ T

(u—m) its
associated texton. Let w be a white Gaussian noise,

X =txw ~ ADSN(u) = 4(0,T') which is a stationary law

u Samples of ADSN(u)

Image extracted from [Galerne et al., 20113]4

AGaIerne, B., Gousseau, Y., & Morel, J.-M. (2011a). Micro-texture synthesis by phase randomization. /mage Processing On Line
5Galerne, B., Gousseau, Y., & Morel, J.-M. (2011b). Random Phase Textures: Theory and Synthesis. IEEE Transactions on Image Processing, 20(1), 257-267
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Let uw € R®M.N be a grayscale image, m its grayscale mean and t = ———
associated texton. Let w be a white Gaussian noise,

X =t+w ~ ADSN(u) = #(0,T') which is a stationary law
T represents the convolution by the kernel v = ¢ .
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Image extracted from [Galerne et al., 2011a]*
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Exact Wasserstein error for deblurring

Blur kernel el ot
—— CGDM
—— NGDM
101 4
107 4
Blurred image v
10714
6 260 460 SlI)D ElI)D 10'00
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Study of the bias

Samples
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Reverse Bayes rule

Fort~ T, ¥; ~ I and

Cyi = 0’1, (24)
Coi™ ~ (1 —a)AA” + 0’1, (25)
M~ (1 — ) AS AT + 07T 26

\

17 /21
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Reverse Bayes rule

Fort~ T, ¥; ~ I and

C?,Tf =o’1, (24)
Coi™ ~ (1 —a)AA” + 0’1, (25)
iV~ (1-a)ASAT + 071 (26)
For t ~ 0, 3; ~ X and
Coi; =o’I, (27)
Cot™M~(1-a)AAT + 51, (28)
oV~ (1—@)AAT + 071, (29)
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Study of the bias

Samples
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Conclusion




Conclusion

e Generalization to other inverse problems.
e Generalization to multimodal distributions.

e An important direction of research [Rozet et al., 2024]°:

Cov(x | @) = ol + oiv2 log pi(x¢), (30)

6Rozet, F., Andry, G., Lanusse, F., & Louppe, G. (2024). Learning diffusion priors from observations by expectation maximization. The Thirty-eighth Annual Conference on Neural Information
Processing Systems
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Conclusion

e Generalization to other inverse problems.
e Generalization to multimodal distributions.

e An important direction of research [Rozet et al., 2024]°:
Cov(x | ) = of + 01 Va2 log pi (), (30)

Thank you for your attention !

6Rozet, F., Andry, G., Lanusse, F., & Louppe, G. (2024). Learning diffusion priors from observations by expectation maximization. The Thirty-eighth Annual Conference on Neural Information
Processing Systems
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